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# Glossary

**Ad-related Sharing**  
Transactions with partners or providers related to, or resulting from, the delivery of advertising.

**Accountability Platform**  
A platform designed to provide a consistent means by which digital ad industry participants, self-regulatory regimes, auditors, and other interested parties can evaluate the correctness and completeness of communication of user preference signals within the digital ad supply chain.

**Chain Identifier**  
An Accountability Platform-specific globally-unique transaction identifier generated by the initial Sender in a chain and logged by subsequent participants.

**Common Operator**  
An entity or role that coordinates the gathering of data from participants, processes the data, and makes outputs available.

**Ecosystem Participants**  
Entities in the AdTech value chain that transact data for the purpose of delivering advertising and which could have associated preference signals, but may not.

**Global Privacy Platform (GPP) String**  
A specific type of user preference signal defined by the IAB Tech Lab Global Privacy Platform specification.

**Identifiers**  
Unique values assigned to entities such as devices, user-agents users or households for the purpose of associating them with datasets.

**Match Value**  
Due to the scale of AdTech, the platform operates on a sampling basis. This value is used to ensure that Senders and Receivers provide samples from the same subsets of records so they can be matched for comparison.

**Receiver**  
Entity receiving data in an ad-related transaction.

**Sender**  
Entity sending data in an ad-related transaction.

**Transaction Identifier**  
A UUID (Universally Unique Identifier) for a discrete or longitudinal transaction.
| **User Preference Signals** | Signals that communicate user preferences related to digital advertising. Examples include the Global Privacy Platform (GPP) String and the Transparency & Consent Framework (TC) String. |
| **Value-chain Transactions** | Transactions within the AdTech ecosystem. |
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Overview

The objective of the Accountability Platform is to provide a consistent means by which digital ad industry participants, self-regulatory regimes, auditors and other interested parties can evaluate the correctness and completeness of communication of user preference signals within the digital ad supply chain and does so at AdTech scale.

The primary intent is to support parties communicating user preference signals (e.g., the IAB Tech Lab Global Privacy Platform GPP string). The first goal is to ensure the integrity of the signal by providing a means of validating that signals are being received as sent by all participants in a chain or, in cases where there are issues, providing information that can aid in diagnosing and remediating problems. A second and equally important goal is to provide data that can be used to monitor the completeness of communication throughout the ads ecosystem, from original source to final destination, and enable diagnosis and remediation of propagation failures. A third goal is to monitor the prevalence and types of preference signals being employed within the ecosystem.

More simply these can be thought of as ensuring correctness of communication, assuring completeness of communication and understanding pervasiveness of communication of preference signals.

The general intent of the platform is to encourage responsible use of identifiers in ad delivery and measurement use-cases by providing support for employing them in accordance with user preferences. It is expected that the platform will encourage participants to be more mindful of their use of identifiers and careful in the handling and application of them. It is anticipated that as a consequence users will be more willing to support use of identifiers, knowing their use is monitored, validated and easily audited.

Although support for monitoring signals that accompany user identifiers specifically is a critical focus of the platform, increasing requirements for respecting more general user preferences suggested the scope of the platform should include all ad-related user-preference signaling.

Scope

The platform is intended to support monitoring of any ad-related sharing of user data through periodic collection of samples. These samples are explicitly designed to not contain any user data other than the preference signals. User data includes any data which may inform decisions affecting the user and over which the user could be provided an opportunity to exercise control. Ad-related sharing includes any transactions with partners or providers related to, or resulting from, the delivery of advertising. Samples are intended to provide a representative view of how preference signals are employed within the ecosystem while minimizing resource demands. Any set of data generated from ad-related events which includes the fields required by this platform is considered to be covered by the platform.
Out-of-scope
The focus of the current version is specifically not concerned with how participants apply such signals or with the monitoring of what data is shared.

Architecture

Roles
There are two principal roles in the Accountability Platform: ecosystem participants and a common operator.

Ecosystem participants include all entities in an AdTech value chain that transact data derived from a relationship with a user and which could have associated preference signals. Ecosystem participants are further divided into two additional roles played in data-related transactions: they are either a sender who is providing data or a receiver to whom data is being provided. A given participant can play both roles and, in the case of intermediaries, generally will.

The common operator coordinates the gathering of data from participants, the processing of the data and making outputs available.

The accountability platform defines a cycle consisting of six phases:
1. Logging - Responsibility of ecosystem participants
2. Data collection - Responsibility of ecosystem participants and common operator
3. Post-collection preparation - Responsibility of ecosystem participants and common operator
4. Submission - Responsibility of ecosystem participants and common operator
5. Processing - Responsibility of common operator
6. Provisioning - Responsibility of common operator

Logging
During the logging phase, ecosystem participants record information about value-chain transactions. The data, described in the sections Sender Log Data Requirements and Receiver Log Data Requirements below, consists primarily of values already being logged for other use-cases. The one exception is a platform-specific globally-unique transaction identifier which is generated by the initial Sender in a chain and logged by subsequent participants.

Sender Log Data Requirements
For all covered transactions, initial Senders will log the following:

- Transaction time in a form which can be converted with second accuracy to unix epoch time.
- Receiver in a form which can be converted to the non-repudiable eTLD+1 domain of the entity receiving data.
- Transaction ID which is a UUID. If a transaction ID was received from an upstream Sender, it should be logged and provided to the receiver. If no transaction ID is available, one is generated for the transaction and provided to the receiver.
- Any user preference signal string provided to the receiver.

Receiver Log Data Requirements

For all covered transactions, Receivers will log the following:

- Transaction time in a form which can be converted with second accuracy to unix epoch time.
- Sender in a form which can be converted to the non-repudiable eTLD+1 domain of the entity sending data.
- Transaction ID which is a UUID included in the transaction by the sender.
- Any user preference signal string provided by the sender.

Data Collection, Preparation and Submission

The common operator will periodically initiate a data collection cycle by posting a request for submissions in a well-known location. Participants will be expected to poll the well-known location on a periodic basis to determine if a new request has been made.

Posted requests will include parameters describing the data to be submitted and other aspects of the submission process as described in Data Collection Request. When a request is received, participants will be expected to gather the data requested, prepare it so it is normalized, mutated and formatted properly and deliver it in an appropriate form to a designated location by a provided submission deadline.

Data Collection

In the first part of the process, a sample of log data is gathered by participants based on parameters supplied by the common operator.

General Configuration Information

The common operator defines the normalization, transformation, and/or aggregation rules that should be applied to field values before submission. The common operator will also define a lookback window. Normalization, validation, transformation, and aggregation rules are independently versioned, with the version being incremented when material changes are made to any rules. The common operator will maintain all historical ruleset versions.

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lookback Window</td>
<td>The maximum number of seconds in the past that log data may be requested for and therefore should be maintained for. The common operator uses this parameter to indicate to participants the minimum</td>
</tr>
</tbody>
</table>
amount of time they need to retain log data that may be included in a request for and it allows the common operator to balance ensuring participants can support requests with limiting the resources participants must expend for retaining logs.

<table>
<thead>
<tr>
<th>Normalization Rules Version</th>
<th>Identifies the version of the data normalization rules participants should apply to field values before submission.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validation Rules Version</td>
<td>Identifies the version of the data validation rules participants should apply to field values before submission.</td>
</tr>
<tr>
<td>Transformation Rules Version</td>
<td>Identifies the version of the data transformation rules participants should apply to field values before submission.</td>
</tr>
<tr>
<td>Aggregation Rules Identifier and Version</td>
<td>Identifies the aggregation rules, if any, the participant should perform on the data prior to submission in a given jurisdiction, along with the aggregation ruleset version.</td>
</tr>
</tbody>
</table>

**Data Normalization**

In order to minimize processing errors resulting from data incompatibilities, all participants will be expected to normalize field values according to standard rules prior to submission. The rule sets will provide per-field requirements for each field in the submission record.

**Data Validation**

In order to minimize processing errors resulting from data errors, all participants will be asked to perform validation checks of gathered data using standard rules and make corrections as appropriate prior to submission. The checks will validate fields and records meet the platform submission record.

**Data Transformation Process**

Concerns have been raised about the potential for privacy signal strings being used to gain information about users (a review of the platform data requirements found that no other fields had this potential). To address these concerns, it was suggested that privacy signal strings could be transformed to remove uniqueness or replace them with non-transferable versions.

Two categories of transformations are envisioned:

1. **Redaction** - rules for redacting privacy strings would be provided, for replacing them with boolean flags describing their attributes and a combination of both.
2. **Hashing** - a hash value is generated from the original privacy string. The hash function chosen would be used by all participants so that they produced the same outputs given the same inputs. The hashed result would be usable as a means of determining whether senders and receivers were providing the same string to the function and therefore working with the same signal, but they wouldn’t be directly usable to look up the user’s
privacy signal string in other data sets. The number of bits output by the hash function could also be limited so its collision rate guaranteed brute force efforts would only indicate a probability of a match between a given privacy signal string and hash value.

In order to guard against potentially revealing data being submitted, all participants will be expected to transform data according to standard rules prior to submission. The rulesets will provide per-field requirements for fields in the submission record. Only transformations to the privacy signal strings are expected to be needed.

Data Aggregation Process

There is an ongoing effort to enhance the submission of event-level data to the common operator while preserving privacy. As a solution, various methods of data aggregation, in conjunction with data transformations applied to privacy strings, provide participants with valuable statistical insights into the effectiveness of privacy signal propagation without risking the exposure of event-level information.

In order to ensure that inputs to aggregations are consistent, participants will be expected to follow the previously defined process for gathering an event-level data sample and then aggregate those results as specified in the aggregation ruleset identified by the aggregation identifier and version in the data collection request. The aggregation will generate statistics based on subsets of records in the sample and may include rules for removing subsets with too few members. The aggregation results will then be what is submitted to the common operator.

Since the aggregations are based on event-level samples generated using the same process as the samples submitted by participants who provide event-level data, the common operator will be able to perform aggregations necessary to enable appropriate comparison in cases where one party to transactions provides event-level data and the other provides aggregated data.

The aggregation ruleset will define an aggregation key and associated counts or other statistics. The key likely being a combination of senderId + receiverId + time period (e.g. minute, 10 minutes or hour) + transformed privacy signal. Alternatives to providing statistics have also been proposed, such as the use of bloom filters generated from subsets of privacy signal strings.

It is assumed that different jurisdictions may have different aggregation requirements, so each aggregation rulesets will have a unique identifier. In addition, each will be versioned, with the version being incremented when material changes are made to them. The common operator will maintain all historical aggregation ruleset versions for each identified aggregation.

Data Collection Request

The common operator will initiate data gathering by posting a read-only JSON file containing parameters for the submission to a well-known location. The JSON file will include the following information:
<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version</td>
<td>Identifies the version of the job request JSON file.</td>
</tr>
<tr>
<td>Common Operator Identifier</td>
<td>A value that uniquely identifies the common operator issuing the data collection request. It is assumed there may need to be region-specific common operators so each is assigned a unique identifier.</td>
</tr>
<tr>
<td>Request Identifier</td>
<td>A value that uniquely identifies the request and is used by the common operator to manage collection cycles.</td>
</tr>
<tr>
<td>Submission Deadline</td>
<td>Deadline for submissions in unix epoch time. The common operator will only accept submissions until the deadline is reached. At the deadline the final processing of the cycle will be initiated and no new data will be accepted.</td>
</tr>
<tr>
<td>Period Start</td>
<td>The start of the period for which data is being requested in unix epoch time.</td>
</tr>
<tr>
<td>Period Window</td>
<td>The number of seconds in the period covered by the request. A participant will be expected to include records where the transaction time converted to unix epoch time is greater than or equal to Period Start and less than or equal to Period Start + Period Window.</td>
</tr>
<tr>
<td>Match Value for Sample</td>
<td>A randomly selected integer value that is used to determine the subset of records to be included in the submission. See the section: Match Value for Samples Application.</td>
</tr>
<tr>
<td>Maximum Records</td>
<td>The maximum number of records a participant should include in a submission. Note that Maximum File Size (below) takes precedence over this value.</td>
</tr>
<tr>
<td>Maximum File Size</td>
<td>The maximum file size in bytes a participant should submit. The submission should be bounded by the lower of this field or Maximum Records, above. If maximum file size is exceeded, records should be removed until the size is below this limit.</td>
</tr>
<tr>
<td>Submission Requirements</td>
<td>A comma separated list of identifier and version pairs that identify the different file/record formats the common operator accepts. Participants will choose one for the submission they make based on the request.</td>
</tr>
<tr>
<td>Submission Endpoint</td>
<td>URL for a common API endpoint called by each participant to coordinate the submission of their data.</td>
</tr>
</tbody>
</table>
Participants will use the data collection request parameters to query their logs and create an output record for each entry for a covered transaction that matches the submission criteria. The format of the record is described below under Submission File and Record Format.

**Match Value for Samples Application**

In the AdTech industry, where transactions occur on a massive scale, achieving comprehensive monitoring of privacy signal propagation for completeness and correctness can be challenging. Instead we must gather a representative sample with which we can make meaningful inferences of a general nature and through which we can identify indications of potentially significant issues which can be further investigated.

The strategy employed within the Accountability Platform is based on the following requirements:

- The sampling method must support the capture of complete, end-to-end transactions so that signals at the head of a transaction chain can be compared to signals at its tail.
- The sampling method should not allow participants to anticipate what subset of transactions will be included in the sample request and potentially treat them differently.
- The sampling method should allow for capping of the number of records each participant is asked to contribute so that data levels can be managed.

In order to support these requirements, the common operator will include a Match Value for Sample in requests which is a randomly generated integer value that participants will use to identify a consistent subset of previously collected records to be submitted.

To use the Match Value for Sample, participants pass the chain IDs in logged records into a common hashing function which outputs an integer value. They then compare the low-order bits of the function output with the Match Value for Sample and where they match, the record is included in the sample. Using this means of identifying the sample ensures that senders and receivers are including the same subsets of records in their submissions without knowing ahead of time what records will be included. It also provides the common operator a rough means of controlling the sample size by adjusting the Match Value for Sample: a Match Value for Sample of “1” returns 10x more records than match value of “10”, which returns 10x more records than a match value of “100”, etc.

**Controlling Sample Size**

There are three means by which the sample size can be adjusted to keep the overall data set size manageable. The first two are the size of the Period Window in seconds and the magnitude of the Match Value for Sample. Increasing the former will increase the number of records in the sample for a given Match Value for Sample and increasing the latter will decrease the number of records for a given Period Window.

A third limit is provided by the Maximum Records request parameter which indicates the maximum records any participant should submit. In cases where participants end up with more...
than Maximum Record records in their sample, they will sort the sample by chain ID to maintain alignment with submissions provided by other participants and submit the first Maximum Records records.

Data Collection Process

When participants retrieve a new data collection request, they execute a query which selects all log entries where the transaction time is greater than or equal to Period Start and less than or equal to Period Start + Period Window and where the low order bits of the hash of the chain ID match the Match Value for Sample, orders them by chain ID and outputs the top Maximum Records.

Output Record Format

The following will be output for each record in the query result. For event-level submissions, this will be the format of records provided to the common operator, for aggregate submissions it will be the input record format.

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Description</th>
<th>Type</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>version</td>
<td>Record version. Indicates the version of the record format; it starts at 1 and is incremented when there are material changes to the record or fields which impact processing.</td>
<td>CHAR</td>
<td>1</td>
</tr>
<tr>
<td>timestamp</td>
<td>Transaction time. Time of the transaction as unix epoch time in seconds.</td>
<td>VARCHAR</td>
<td>10 digits</td>
</tr>
<tr>
<td>senderId</td>
<td>Sender identifier. Non-repudiable, eTLD+1 domain of the entity sending or otherwise providing data.</td>
<td>STRING</td>
<td>Plain string eTLD+1 of the sender</td>
</tr>
<tr>
<td>receiverId</td>
<td>Receiver identifier. Non-repudiable, eTLD+1 domain of the entity receiving or otherwise acquiring data.</td>
<td>STRING</td>
<td>Plain string eTLD+1 of the receiver</td>
</tr>
<tr>
<td>transactionRole</td>
<td>Transaction role. Flag indicating whether the entity providing the record was acting as sender or receiver.</td>
<td>CHAR</td>
<td>0 for Sender, 1 for Receiver</td>
</tr>
<tr>
<td>transactionId</td>
<td>Transaction identifier. A unique, per-transaction identifier generated by senders and logged by senders and receivers.</td>
<td>VARCHAR</td>
<td>A 9 character alphanumeric value provides over 100 trillion combinations.</td>
</tr>
<tr>
<td>chainId</td>
<td>Chain identifier which is used to identify all of the transactions related to a given</td>
<td>VARCHAR</td>
<td>32 hexadecimal</td>
</tr>
</tbody>
</table>
Data Submission

Once the data to be submitted has been gathered and prepared, the following submission process will commence.

1. The participant will package the data based on the requirements defined in the submission requirement ruleset identified in the data collection request. The submission requirements will include things related to packaging data for submission, like the file and record formats the common operator accepts, compression supported, maximum file size, whether multi-part submissions are allowed and if so how they are identified, etc.

   It is assumed that common operators may support more than one set of submission requirements, so submission requirements rulesets will have a unique identifier. In addition, each will be versioned, with the version being incremented when material changes are made to them.

2. The participant will call the submission endpoint provided in the data collection request to indicate it has data to submit. The participant will include the data collection request information originally received from the common operator as well as information about what it intends to submit.

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>version</td>
<td>The version of the job request JSON file</td>
</tr>
</tbody>
</table>
3. The endpoint will validate that the data collection request information is correct.
   a. If not correct, the submitter will be provided with information about why the submission cannot be accepted and the interaction ended.
4. The endpoint will analyze the information the submitter provided about what they are submitting and return to the submitter information to be used in uploading the data, including things like an upload endpoint to be used and parameters to be provided to the endpoint.
5. The participant will contact the upload endpoint, providing it with the parameters received from the submission endpoint.
6. The upload endpoint will validate the information and then instruct the submitter to upload the data about the submission that was provided to the submission endpoint. In addition, the submitter will provide an endpoint to which data ingestion results can be posted.
7. The upload endpoint will instruct the submitter to upload the data for the submission.

Common Operator Processing, Provisioning and Reporting

After participant data is uploaded successfully, the common operator will prepare and stage it for final processing. Once the submission deadline for the data collection request has passed, the common operator will prepare and stage any remaining submissions and then perform final processing on the data that was successfully staged. The results of the final processing will then be packaged and made available for download along with a summary report providing...
information about the collection cycle, including statistics related to what was submitted, what was processed and what was output.

Common Operator Processing
The common operator will process submitted data in two cycles: an initial ETL cycle in which data is validated and staged as it is received and a final join cycle which will be initiated after the submission deadline is past and any remaining submissions have been staged.

ETL Cycle
Once a submission has been successfully uploaded, it will be queued for ETL processing. The ETL process reads each submitted data record, performs validation checks and outputs the result. If all steps are completed successfully, the record is added to a staging repository in a format appropriate for final processing. If errors are encountered, information sufficient to identify the record that had the problem and indicate what the problem was is output to an exceptions file.

When the ETL processing is complete, results are posted and provided to the data ingestion results endpoint provided by the submitter when the submission was uploaded.

Final Join Cycle
Once the submission deadline has passed and the submissions ETL queue is emptied, the common operator will process the final join. During this process, records provided by senders will be matched with records provided by receivers. The matching criteria will vary depending on the record format submitted data and whether it is event-level or has been aggregated.

Event Level Record Join
Event level records will be joined by matching senderId, receiverId and transactionId in records where the transactionRole is sender with the same fields in records where the transactionRole is receiver.

For each pair of matched records, the following will be output:

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>requestId</td>
<td>Request identifier from the data collection request provided by the common operator. Included so records can be tied back to the original request for which they were submitted.</td>
<td>STRING</td>
</tr>
<tr>
<td>senderOperatorId</td>
<td>Common operator identifier from the data collection request provided by the common operator to the Sender. Included so records can be tied to the operator the Sender submitted data to.</td>
<td>STRING</td>
</tr>
<tr>
<td>receiverOperatorId</td>
<td>Common operator identifier from the data collection</td>
<td>STRING</td>
</tr>
</tbody>
</table>
For each unmatched sender or receiver record, records with the original fields will be output:

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>requestId</td>
<td>Request identifier from the data collection request provided by the common operator. Included so records can be tied back to the original request for which they were submitted.</td>
<td>STRING</td>
</tr>
<tr>
<td>senderOperatorId</td>
<td>Common operator identifier from the data collection request provided by the common operator to the submitter. Included so records can be tied to the operator the data was submitted to.</td>
<td>STRING</td>
</tr>
<tr>
<td>Field Name</td>
<td>Description</td>
<td>Type</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------------</td>
<td>-------</td>
</tr>
<tr>
<td>version</td>
<td>Record version.</td>
<td>CHAR</td>
</tr>
<tr>
<td>timestamp</td>
<td>Transaction time.</td>
<td>VARCHAR</td>
</tr>
<tr>
<td>senderId</td>
<td>Sender identifier.</td>
<td>STRING</td>
</tr>
<tr>
<td>receiverId</td>
<td>Receiver identifier.</td>
<td>STRING</td>
</tr>
<tr>
<td>transactionRole</td>
<td>Transaction role.</td>
<td>CHAR</td>
</tr>
<tr>
<td>transactionId</td>
<td>Transaction identifier.</td>
<td>VARCHAR</td>
</tr>
<tr>
<td>chainId</td>
<td>Chain identifier.</td>
<td>VARCHAR</td>
</tr>
<tr>
<td>privacySignal</td>
<td>Privacy signal.</td>
<td>STRING</td>
</tr>
<tr>
<td>transformed</td>
<td>Transformation flag.</td>
<td>CHAR</td>
</tr>
</tbody>
</table>

In addition to records output, statistics reflecting the results of the join operation will be generated and will include values like: records processed, successful joins, successful joins that match, successful joins that do not match, unmatched sender submitted records, unmatched receiver submitted records.

**Aggregate Level Record Join**

The details of the join process for aggregated data submissions will vary depending on how the data has been aggregated prior to submission, however, in all cases the join key will be the senderId and receiverId. In some cases it may also incorporate the timestamp or a minute or hour of day, etc., again depending on how the data is aggregated.

**Event To Aggregate Conversion**

There may be cases in which the common operator receives submissions with event-level records that overlap with submissions containing aggregated records. In cases like this, the common operator would perform aggregations of event-level data using the same rules as were applied to the aggregated submission and then perform an aggregate level record join.

**Results Provisioning**

Once the final join cycle is complete, the common operator will provision the results in a publicly accessible location. It will also post a report of the results to a standard location along with information about from where and for how long the results data will be available for download. The report of results will also be added to a publicly accessible historical record maintained in a standard location by the common operator.
Results Reporting

As indicated under Results Provisioning, a report of the results of the data collection process will be posted to a standard location. The report will include operational statistics like: number of submissions, number of records, number of errors, processing time, etc.

The platform could also provide statistics about the data, like: number of senders and receivers, number of transactions that did and did not include a privacy signal, number of transactions where sender data didn’t match receiver data, number of transactions where privacy signals for otherwise matching records were not the same, etc. However, this information could also be generated using the data available for download, so decisions on whether the common operator will provide them directly will be deferred.